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ABSTRACT

The performance of Advanced Spaceborne Thermal dtonifkeflection Radiometer (ASTER) thermal infrared
(TIR) data product algorithms was evaluated for kpectral contrast surfaces (such as vegetatiomwatet) in

a test site close to Valencia, Spain. Concurreatiml measurements of surface temperature, emigsant
atmospheric radiosonde profiles were collectechattést site, which is a thermally homogeneous aefe&e
crops with nearly full vegetation cover in summigdsing the ground data and the local radiosondeilpsofat-
sensor radiances were simulated for the ASTER Thihnoels and compared with L1B data (calibrateceassr
radiances) showing discrepancies up to 3 % in ragigor channel 10 at 8.8m (equivalently, 2.5 °C in
temperature or 7 % in emissivity), whereas charlr®l(10.7 um) yielded a closer agreement (maximum
difference of 0.5 % in radiance or 0.4 °C in terapenre). We also tested the ASTER standard prodiidend
surface temperature (LST) and spectral emissivétyegated with the Temperature-Emissivity Separgfids)
algorithm with standard atmospheric correction frdoroth global data assimilation system profiles and
climatology profiles. These products showed anommlemissivity spectra with lower emissivity valuasd
larger spectral contrast (or maximum-minimum emisgidifference, MMD) than expected, and as a regsul
overestimated LSTSs. In this work, a scene-basedepiure is proposed to obtain more accurate MMDnedés
for low-spectral contrast materials (vegetation aader) and therefore a better retrieval of LST andssivity
with the TES algorithm. The method uses variouy-tpadies or near gray-bodies with known emissisitad
assumes that the calibration and atmospheric d@neperformed with local radiosonde data are aateufor
channel 13. Taking the channel 13 temperature (Gtimerically and emissivity corrected) as the tr&d Lthe
radiances for the other channels were simulateduared to derive linear relationships between ASTEjRal
numbers and at-ground radiances for each chanhelTES algorithm was applied to the adjusted ragiam@nd
the resulting products showed a closer agreemehtthé ground measurements (differences lower th@min

channel 13 emissivities and within £0.3 °C in terapgre for rice and sea pixels).



1 INTRODUCTION

The Advanced Spaceborne Thermal Emission Refleddadiometer (ASTER) is a high spatial resolution
radiometer on board the EOS-Terra satellite, wisighsists of three separate subsystems: the viaitdenear
infrared (VNIR), the short-wave infrared (SWIR) aii@ thermal infrared (TIR) (Yamaguchi et al., 1p9Bnhe
TIR subsystem has five spectral channels betweamd812um with spatial resolution of 90 m (Table 1). The
multispectral TIR capability is an exclusive featunf ASTER, which allows the retrieval of land sod
temperature (LST) and emissivity spectra at higatiap resolution. Surface temperature and emissiaie
critical in the knowledge of the surface energyabak (Ogawa et al., 2003; French et al., 2005) s&ikity
spectra provide important information on the mihemnposition of land surfaces (Vaughan et al.,2owan

et al., 2005).

LST and spectral emissivities are retrieved fromTBR TIR data by means of the Temperature Emissivity
Separation (TES) method (Gillespie et al., 1998)s lapplied to at-ground TIR radiances, which haeen
corrected for atmospheric effects with the ASTE&ndard atmospheric correction algorithm (Pallucsmnal,
1999), and requires the knowledge of the downwglbhy irradiance. The ASTER TIR standard correction
algorithm is based on radiative transfer calcutatising the MODTRAN code (Berk et al., 1999), wiitiput
atmospheric profiles extracted from either the @ldbata Assimilation System (GDAS) product or thaval
Research Laboratory (NRL) climatology model. Tor@m@R001, 2005) proposed a water vapor scaling (WVS)
method for improving the standard atmospheric @tioa. The atmospheric water vapor profile is sddlg a
factory, which is obtained from estimates of surface tenajpee for gray body pixels and radiative transfer
calculations. According to Tonooka (2005), usingv@langth-dependent values of factpryielded more
accurate and physically reasonable estimates ddcsitemperatures and emissivity spectra than tdredard

atmospheric correction.

The TES method calculates a normalized temperatnce emissivity spectrum by means of the Normalized
Emissivity Method (NEM, Gillespie, 1986; Realmufi®90). Then, the ratio method (Watson, 1992) idiegp

to obtain the spectrum, which preserves the shape of the aetnssivity spectrum but not the amplitude. To
obtain the amplitude and thus a better estimatiefLST, the maximum-minimum difference @f(MMD or

spectral contrast) is calculated and used to preldéc minimum emissivityeg,,) with the aid of an empirical



relationship (Matsunaga, 1994). The accuracy ofTtB8-derived LST and emissivity depends on the rateu
determination of the MMD. Several wavelength-demandsources of error can affect the MMD, including
errors in the calibration of the TIR channels, maate atmospheric correction of at-sensor rad®naad
radiometric noise. For gray or near gray bodies.(isurfaces with small MMD, such as vegetatethsas and
water bodies), the apparent MMD could be largentthee actual MMD, yielding inaccurate emissivityespa
both in spectral shape and amplitude, and consdguraccurate LST. A larger MMD implies a loweg;, and
thus spectral emissivities are underestimated afd Is overestimated. The problem with near-greyybod
surfaces in the TES algorithm was recognized bje&iie et al. (1998). They proposed to considepiakls
with apparent MMD smaller than a given threshol®8) as grey bodies, and to assigr=0.983 in these cases.
The MMD-,,;, empirical relationship is only used to calculaig, when MMD>0.03. Tonooka and Palluconi
(2005) evaluated the standard atmospheric corredimw the ASTER TIR channels over water surfaces
(MMD=0.008). They obtained MMD errors of 0.05 fotmespheric precipitable water of 3 cm, roughly

corresponding to surface temperature errors ofe08.3 K.

The objective of this study was to analyze the gremfince of the TES algorithm for the case of lowcsal
contrast surfaces, such as agricultural areas atdrveurfaces. We also included a case with higittsq
contrast (beach sand). Three ASTER scenes werdragdgover a test site close to Valencia, Spainha t
summers of 2004 and 2005. The Valencia test sitecated in a thermally homogeneous area of riopwith
nearly full vegetation cover in summer, and hasbeeently used for the validation of satelliteided LSTs
(Coll et al., 2005 and 2006). Ground measuremehtsudface temperature and emissivity, and atmospher
radiosonde profiles were collected concurrentyhwiSTER data acquisitions. Based on the resultaidd
from the comparison with ground data, we proposscene-based method for adjusting the ASTER TIR

radiances with the aim of retrieving reliable envigg spectra for low spectral contrast surfaces.

The basic concepts of temperature-emissivity séparfrom TIR data are briefly presented in sect®orsection
3 describes the experimental data used in thisysindluding the ASTER data and ground measuremémts
section 4, ASTER L1B data, LSTs and spectral ewitgss are compared with the ground data. In sadsicthe
method for adjusting the ASTER radiances is preskrfection 6 shows the application of the methatithe

results obtained in terms of emissivity spectrala@d. Finally, the conclusions are given in secffon



2. TEMPERATURE AND EMISSIVITY SEPARATION

The at-sensor radiance measured in ASTER TIR char(jrel0-14), Ls;, can be related to the LST (T) and

emissivity in channel jg) according to

Ls,j = [Sij(T) + (1'Ej)Fsky,j/T[]Tj + La,j (1)

where B is the Planck function for the effective waveldngf channel j (see Table 1), is the atmospheric
transmittance, L; is the atmospheric path radiance emitted towdresénsor, andsf; is the downwelling sky
irradiance (Lambertian reflection assumed), alldbannel j. The term in square brackets in Eqrépyesents

the radiance at ground level, ;| or “land-leaving” radiance
Lgyj = Sij(T) + (1-Ej)FSkyyj/T[ (2)

which can be calculated from the at-sensor radiérnbe atmospheric parametegsand L,; are known, i.e.,

L..—-L,.:
Lg,i = > 2] (3

Tj

The TES method is applied to the at-ground radsngeg. (2), where T ang] are coupled. For a multispectral
TIR sensor with N channels, there will be N+1 unkne (one LST and N spectral emissivities) with oNly
measurements. In the TES algorithm an empiricadtiiship between the range of emissivities and the

minimum value in the N channels is used to breakdihe underdeterminacy (Gillespie et al., 1998).

The algorithm uses the NEM module, where the LSTinially estimated as the maximum temperature
calculated with the N at-ground radiances usingssumed emissivity value (typicall¥0.97) and an estimate
of the sky irradiance g in Eq. (2). With the preliminary LST, an initiab&mation of the emissivity in the N
channels can be obtained. The first estimates afidg; are used in the “ratio” module, whergapectrum is

calculated as

Le,j B

Bj(T) Le

Bi = (4)

where L =£;B;(T) is the radiance emitted by the surface thattmanbtained as



Le;= Lo — (1) F/m (5)

and L. and B are, respectively, the average gfdnd B(T) for the five ASTER channels. Then, the maximum-
minimum difference MMD=max§;)-min(B;) is calculated, which is related to the minimumissivity, €min,
according to an empirical relationship derived frianoratory spectral measurements of rocks, sagigetation,

snow, and water (Gillespie et al., 1998):
Emin = 0.994 — 0.68AMMD *"* (6)

Then, theem, value is used to calculate the emissivities fromf}; spectrum according ®=;emin/min(B;) and
finally, Eq. (2) is used again with the new emiggiestimates to calculate the LST. In fact, EQ.f{fovides N
surface temperatures (one per channel) that shmmikhual in principle but show small differencegpiactice.
An iterative procedure is suggested using the ddriemissivities in the ratio module to reduce thfeince
between the N temperatures and improve the cooreckdr the downwelling irradiance. However, the
differences between the N temperatures are ushelbw the noise equivalent temperature differetNg\T) of

ASTER (0.3 K), so the iterative procedure is regjuired.

3. EXPERIMENTAL DATA

One of the major problems in the validation of réeneensing data with ground-based measurementeis t
dissimilarity between the spatial scales of fieddiometers (typically <1 fhand satellite sensors (90x98 for
ASTER TIR). The comparison of ground (point) measuents with satellite (area-averaged) data is only
meaningful when the test site is homogeneous (ibotemperature and emissivity) at the various spatiales
involved. On the other hand, ground and satellagadnust be as consistent as possible (e.g., speutra
resolution for emissivity comparisons). Finallyethccuracy of the ground measurements must besasses
including the natural variability of the surfaceheTideal validation experiment is very difficultachieve, water
bodies being the most suitable sites (e.g., Hoad.e2007). Bare soil sites such as dry lakesptayas” have

been also used for ASTER TIR validation/calibratf@onooka et al., 2005).

Densely vegetated surfaces may be homogeneous lefougmperature and emissivity to serve as vabdat

sites for TIR remote sensing. Emissivity of greesgetation is known to be high and with small sctr



variation (Salisbury and D’Aria, 1992), which fatites the measurement of temperature by meangldf f
radiometers. The Valencia test site is located lerge extension of rice crops south of ValencizgiB. In July
and August, rice crops are flood-irrigated and showarly full vegetation cover. Only narrow tracksda
irrigation channels cross the site, making thedfedccessible and not breaking too much the theumfdrmity.
An assessment of the homogeneity of the area frelift spatial scales can be found in Coll et 2006 and
2006). Further analysis is shown in section 3.gjufé 1 shows an ASTER VNIR false color image of 3x

km? including the rice field area (in red) and envsa@m August 3, 2004.

Ground measurements were carried out at the Valesitg concurrently to three ASTER data acquisstion
August 3 and 12, 2004 and July 21, 2005 (overpass &t around 11:00 UTC). Surface temperatures were
measured in the rice fields around the time ofghtellite overpass. The measurement site was egnétr39°
15'01” N, 0° 17" 43" W in 2004 and 39° 15’ 54N, 0° 18’ 28" W in 2005 (see Figure 1). Auxiliagmissivity
measurements were performed for the rice crop asand sample. With the aim of simulating ASTER L1B
radiance data from the field derived surface tewrpees, atmospheric radiosondes were launched thiertest
site. The ASTER data used in this study are shoglovla Section 3.2 describes the ground measurenaénts
temperature and emissivity. Section 3.3 showsdbal latmospheric data. In section 3.4, other refaralata are

presented for comparison with ASTER.

3.1. ASTER data

ASTER L1B data (geo-referenced at-sensor radianm@face kinetic temperature (AST 08) and spectral
emissivity (ASTO05) data products were obtained ugto the Earth Remote Sensing Data Analysis Center
(ERSDAC). For the temperature and emissivity prasluatmospheric correction was performed with the
ASTER/TIR standard algorithm (Palluconi et al., @99using atmospheric profiles from the Global Data
Assimilation System (GDAS), and for comparisonmatology from the Naval Research Laboratory (NRL).
Figure 2 shows the standard LST product with GDA&ABospheric correction (400x400 TIR pixels) for #ane

area as in Figure 1.

The thermal homogeneity of the rice field area wssessed at the ASTER scale with the surface tetoper

product (GDAS atmospheric correction). For eacsc¢he LST for the pixel closest to the measurérsga



was extracted. Arrays of 3x3, 5x5 and 11x11 pigel&n?) centered on this pixel were selected for which we
calculated the average temperaturg,)(Tthe standard deviatioro), and the minimum and the maximum
temperatures (Jand Ty). Results are shown in Table 2. For all datesgarel arrayso ranged from 0.3 to 0.5
°C and the maximum difference between for different arrays in a given date was 0.5 °@. €omparison, the
standard deviation for 11x11 pixels over the neadyy surface ranged from 0.15 to 0.20 °C on tle thcenes,
and the ASTER NAT is 0.3 °C. For the approximately 4400 pixel8§ knf) inside the solid line polygon
shown in Figure 2 (excluding the built up hot spothe dashed line square, which is the largespé&zature
heterogeneity in the area), we obtained0.45 °C. Maximum temperatures correspond to piksttuding
narrow tracks or small buildings, which have certaipact at the ASTER spatial resolution. Such Isixeuld
be manually discarded in the comparison with riceugd temperatures. Coll et al (2005 and 2006)istuthe
thermal homogeneity of the rice field area at tHenft scale. Analysis of Terra/Moderate Resolution Imggi
Spectrometer (MODIS) LST data (MOD11_L2 product,iAé al., 2002) showed that0.3 °C for 3x3 pixels
centered on the measurement sites. Similarly, Hernhore than 30 MODIS pixels contained in the sbitid
polygon of Figure 2g was between 0.2 and 0.3 °C on the three dateseTiesults show that the thermal

homogeneity of the rice field area is quite goothlat the ASTER scale€0.5 °C) and at 1 kfr(0<0.3 °C).

3.2. Ground measur ements

Surface temperature measurements were performeatieirrice field area concurrently with each ASTER
observation. Two CIMEL 312 four-channel radiometéisannels 1 to 4 at 8-38n, 11.5-12.5um, 10.5-11.5

pm and 8.2-9.2um, respectively) were used. CIMEL measures theasarfeaving radiance in the four channels
consecutively; with one measurement cycle (one ureaper channel) lasting 20 s. Other operation mode
consists in a cycle of four consecutive measuresntt a selected channel, which is used for thessirity
measurements (see below). Radiometers were calibegainst a reference black-body before and atieh
field measurement, resulting in absolute accurdogtter than 0.2 °C in all channels for both insieats. The

radiometers were placed about 150 m apart andedaadross transects in the rice fields.

Ground temperatures measured within three mindtdseor erra overpass were selected for comparistintthe
ASTER measurements. This involves 48 temperatureasarements (2 radiometers x 6 cycles x 4 channels)

along two 50-m transects, from which we calculatedaverage and the standard deviatidhg °C for the three



days). It gives us an estimation of the naturahijgp and temporal) variability of the ground temgiares,

mostly due to wind conditions. The three-minute duiw adopted here is a compromise between sufficient

sampling and not introducing too much temporal akitity. Radiometric temperatures were corrected fo
emissivity effects using field measurements of sty and downwelling sky irradiance. Together twthe
average ground LST, an error budget was estimateldiding the errors in the calibration of the grdun
radiometers, the emissivity correction and the natuariability of surface temperatures, which whas largest
source of error. More details on the ground LSTivdgion can be found in Coll et al. (2005). Tablst®ws the

ground LSTs and uncertainties for the ASTER ovespa®n the three days considered.

The emissivity of the rice crops was measured éftbld in the four channels of the CIMEL 312 raditer.
We used the box method (Rubio et al. 1997), whaohlze applied in the field with hand held radiometnd is
briefly described here. The inner walls of the lao& made with highly reflecting polished aluminurhere are
two interchangeable top lids; the “cold” lid of tlskame material and the “hot” lid made of highly timg
material (corrugated aluminum painted in Parsofésl), which can be heated to about 60 °C. Both lidve a
small aperture for the radiometer to observe td@aree coming from the bottom of the box. The butan be
open or closed with another “cold” lid. The measueat of emissivity with the box methods requiresedes of
radiance measurements for the sample-box systeatiffément configurations. In the first measuremehg box
(bottom open) is placed over the sample, which iemperature Jand has emissivitg,. With the cold lid at
top, radiance Lis measured. In the second measureméit (e hot lid at temperature, & used at top instead
of the cold lid. For the third measuremenf)(lthe hot lid is still at top but the box is cldseith a cold lid at the
bottom. In an ideal box, emissivity is 0 for thellwaand cold lids and 1 for the hot lid. In thisseathe three

above measurements are given by (channel dependmiitted for clarity)

LY =B(Ty (7a)
L?=¢eB(T + (1€)B(Ty) (7b)
L3=B(T,) (7c)

where B is the Planck function for the channel uggplations (7a-c) can be solved égas

13-12
ST Bt

(8)



The series of three measurements takes about ltenfoueach CIMEL channel. Note that must remain
constant during measurements dfand L as well as Tthrough 12 and L*. With this aim, the walls and lids of
the box are externally covered by a 3 cm thick sbh&a thermally insulating material and the hdtig equipped
with a thermostat. Since in equation (8) the eissmaller when the differencé-L" is larger, a difference, T
T30 °C is recommended. In the real box, typical @alof emissivity for the cold and hot lids are 00®i
0.98, respectively. Consequently, the contributafnthe temperature of the cold lid JTto the measured
radiances is not negligible. For these reasons,(8qis only an approximation to the sample emiggivA
correcting term must be introduced, which requae®urth measurement {Lwith cold lids both at top and

bottom of the box. Details on the correction far #missivity measurement are given in Rubio €28103).

A total of 30 emissivity measurements were takerech CIMEL channel at 3 different spots on tlee fields.
Table 4 shows the average emissivity values anertainties. The uncertainty is estimated as theimamx
between the standard deviation of the 30 measursmemd the error resulting from the propagation of
measurement uncertainties through Eq. (8). As gubifore, the measured emissivities were usedHer t
correction of the ground radiometric temperatufdthough the CIMEL channels do not match the ASTHR
channels, our measurements could also be usededsrance for the ASTER derived emissivities over tice
fields. Measurements show high emissivigy@.98) with small spectral variation (<0.5 %, i.eomparable to
the measurement uncertainties), which is typicalcimps with full cover of green vegetation (Salisb and
D’Aria, 1992; Rubio et al., 2003). Therefore, aygbedy spectrum witls~0.985+0.005 (MM30.005) could be

assumed for the rice crops.

The box method was also employed for measuringthissivity of beach sand from the spot shown irufgg 1
and 2. In the field, sand reaches high temperatilmes the condition (FTe>30 °C is not met and Eq. (8) is
inaccurate. For this reason, a sand sample wan takie laboratory. We tried not to alter the elesgristics of
the sample (compaction, grain size distributionmidity). When the sample was at ambient temperatine
box method was used as in the field. The sand aitiss measured in the CIMEL channels are alse@giin
Table 4. We obtained a low emissivity value formte 4 (B.7 um), which is typical for soils rich in quartz (95
% for our sample), and a high spectral contraBtl3). In the case of sand, the use of CIMEL emiiss$ for

comparison with ASTER is much more problematic (oted 4 covers ASTER channels 10-12, and chanrnel 3 i



similar to ASTER channel 13). We only used the mess sand emissivities as a reference for the ASTER

derived MMDs over the sand area.

3.3. Local atmospheric radiosonde and radiative transfer calculations

Atmospheric profiles of pressure, temperature amchitity were measured at the test site concurrentti
ASTER overpasses by means of Vaisala RS80 radiesoiithe air temperature at surface levg) &hd the total
column water vapor, or precipitable water (pw),aited from the radiosonde data for each day arengin
Table 3. The atmospheric data were used as inputiset MODTRAN 4 radiative transfer code (Berk et al
1999) to simulate the ASTER L1B radiance data ftbmfield derived surface temperatures (sectio. 4.he
measured radiosonde profiles were completed withlatitude summer standard profiles up to 100 kiitugle.
Rural aerosol model with visibility of 23 km waslessted. Atmospheric transmittance, path radianogh(fior
nadir observation) and downwelling atmosphericaade (Ly(6)), for zenith angles frori =0° to6 =85° at steps
of 5°), were calculated spectrally with MODTRAN Hdaintegrated with the response functions of th§ BS

TIR channels. The downwelling sky irradiance, Fwas obtained from

2 m/2

Foy;= [do [Lg; ©)cosbserbdd o
0 0

where¢ is the azimuth angle. The atmospheric parametgts;, Fs., /T and Ly;(0°) (downwelling atmospheric

radiance at nadir) calculated for the three dagggaren in Table 5.

3.4. Other reference data

Water surfaces provide optimum validation cond#idior TIR data due to the high homogeneity both in
temperature and emissivity. Unfortunately, fieldamerements were not performed over water surfacésis
work. Other data sources were used as a referdn/88 TER TIR products for the case of the sea setfatie
used the laboratory-measured emissivity spectrum sed water from the ASTER spectral library
(http://speclib.jpl.nasa.gov). It was integrated ttte ASTER channels and compared with the channel
emissivities derived with TES (section 4.2). Weoatempared the ASTER surface temperature produtt wi
concurrent MODIS sea surface temperature (SST)atat&n? resolution (MOD28; Brown and Minnett, 1999).

Minnett et al. (2004) reported accuracy better titah °C for MODIS SST in comparison with at-sea

10



measurements of skin SST. MODIS data were acquhealgh the Earth Observing System Data Gateway
(http://fedcimswww.cr.usgs.gov). Despite the différespatial resolution of ASTER and MODIS, and the
different algorithms used for the surface tempeeatderivation (split-window technique in MOD28), we
considered that MOD28 data could be a reasonalideeree for ASTER temperatures over the sea surface
Table 3 shows the MOD28 SSTs for 3x3 pixels (averagtandard deviation) centered on 39° 20’ 570N3’

44" E (August 3, 2004), 39° 9’ 37" N, 0° 4’ 41" fgust 12, 2004) and 39° 29’ 25" N, 0° 15’ 11" WiIgd21,
2005). These points are located as far as podsdte the shore in order to assure a better homatyeimethe
ASTER-MODIS comparison. Due to different ASTER cage on the three scenes, we could not select the

same area for the comparison. The three sitesuai@f the area displayed in Figure 2.

4. ANALISYSOF ASTER TIR DATA
4.1. Comparison of L1B data

The ground measurements described in the precsdiigpn were used to compare to the ASTER L1B dsta.
sensor radiances were simulated for the rice &itesneans of Eq. (1) using the measured ground LSTs,
assuming an emissivitg=0.985 in all channels, and with the field-derivahospheric parameters, (L, and

Fsky,) listed in Table 5.

ASTER L1B digital numbers (DN were extracted for 3x3 pixels centered at the smament site and were
converted into at-sensor radiances using the stdntait Conversion Coefficients (UGCsee Table 1)

according to
Ls; = (DN-1)xUCG (10)

Then, the scene-based re-calibration procedurenbdka et al. (2003) was applied to the aboygr_order to

obtain the ASTER at-sensor calibrated radiancggc). The re-calibration is linear; i.e.
Lej () = AxLs;+ B D

Coefficients A and B are available via website (http://www.sciencejastedac.or.jo/RECAL), and depend on
the date of the scene acquisition and the Radider@#libration Coefficient (RCC) version appliedttee scene.
The re-calibration is aimed to correct for the tenap decline of the detectors responsivity betweamsecutive

changes in the RCC version (Tonooka et al., 2008) iais necessary for ASTER TIR products with RCC

11



versions 1.x and 2.x (2.17, 2.18 and 2.20, respdgtifor our three scenes). Recent changes iptbeessing

make the re-calibration unnecessary for RCC vesstr and higher.

Table 6 shows the comparison between the at-seisotated radiances,s|(sim), and the calibrated ASTER
radiances, L(c), averaged over the 3x3 pixel areas at thefigte sites for the three scenes used in this study
Differences between simulated and ASTER radianca® whannel-dependent. The largest differences imere
channel 10 (up to 3.0 %) and smallest in channe(@3® %). These differences are within the range of
differences obtained by Tonooka et al. (2005) isedes of vicarious calibration experiments atedi#ht test
sites, but larger than those reported by Hook.gR8I07) for the Lake Tahoe sites, particularly dbannels 10-
12. It should be noted that the atmospheric prhijfg water was relatively high for all the datéshe present

study (pw>2 cm) and this has a significant influspa the channel 10 radiance data.

We can also express the differences in the ASTHR déh regard to the ground data in terms of safa
temperature. From the ASTER calibrated radiancege)l- the local atmospheric parameters of Table & an

€=0.985 for all channels, the surface brightnesptaature for channel j can be obtained by

:B_—l LS,j(C)_La,j _1_81' FS

o
j =B; - (12)

Tt

Ugj €
where E}'l is the inverse Planck function. The differencesveen the ground measured LSTs (from Table 3)
and the resulting ASTER brightness temperatures given in Table 6. Again, the largest differences

corresponded to channel 10 (up to 2.5 °C), whiknokl 13 yielded the best results, with surfaceperatures

within the error bounds of the ground LSTs for tikee days (differences <0.4 °C).

To show differences between the ground-measuredtladASTER emissivity data, normalized emissivity
values were calculated for each ASTER channel usiagNEM method. The maximum temperature obtained
for channel j from Eq. (12) was assumed to be theah LST, i.e., Tem=max(T;) and spectral emissivities were

calculated according to

_ LgjFyy/m

8 =
: Bj(Tnem) —Fekyj /T

(13)
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where Lg; is the ASTER radiance at ground level (after aphesic correction of lj(c) with the local
atmospheric parameters, Eq. 3). The resulting évitiss are shown in Table 6. While it is not meagful to
directly compare 4-channel field emissivity datanfra small area to 5-channel 90-m TIR ASTER emiigsiv
data, the measured MMDs may be compared. Accordirige field measurements, a realistic MMD would be
approximately 0.005. The apparent MMD calculatexinfthe ASTER NEM emissivity data was 0.067, 0.050
and 0.076, respectively, for the three dates studd®wever, this difference may be an artifacthef tinderlying

assumptions in the NEM emissivity calculations.

4.2. Validation of ASTER surface temperature and spectral emissivity products

In this section, we show a comparison between ASTER and spectral emissivity products (both with &D
and NRL atmospheric correction) and ground datguriéi 3 shows the average spectral emissivitiesrautdor
3x3 pixels centered at the rice sites on the theges analyzed, together with the field measuremétgsire 4
shows the average spectral emissivities for thessgface (33x33 pixels or 3x3 kmollocated with the MOD28

data of Table 3).

In the case of low spectral contrast surfaces asdlice and sea, Figures 3 and 4 showed discregzabetween
the ASTER-derived emissivities and the measuredesl both in terms of magnitude and spectral shape.
Spectral variations were larger than expected amdsévities were underestimated. This is a consecpief the
emr—MMD relationship of the TES algorithm (Eq. 6), whehigher MMD (higher than the threshold of 0.03)
results in lower emissivities. There were also dak@riations between the results for the same cairtan
different dates, especially in channels 10-12. #ar rice crops, the average MMDs obtained with GDAS
atmospheric correction were 0.056, 0.033, and 0fo6éhe three dates respectively (0.040, 0.032, @624
with NRL), while MMD=0.005 from the field measurents. For the sea surface, the average MMDs for GDAS
were 0.082, 0.052, and 0.087 on the three daysectsply (0.047, 0.039, and 0.038 for NRL), while
MMD=0.008 from the laboratory spectrum. Emissi\dtieere underestimated in all channels (in chan@ald

to 10 % with GDAS and 6 % with NRL). Channels 13 a4 showed smaller differences (~2 %). NRL
emissivities were somewhat better than GDAS enitss$vfor the data studied here. Statistically, GDAs
better than NRL (Tonooka and Palluconi, 2005), ibug also natural that NRL shows better resultsame

cases.
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Table 7 shows, for rice and sea, the differencéwdsn the ground measured LSTs (MOD28 SST for ¢la@ s
and the ASTER derived LSTs, both with GDAS and NRimospheric correction. Due to the lower emissivity
values in channels 13 and 14 (where the maximunsswity usually occurs) the derived LSTs were highan
the ground reference temperatures. Contrarily tatwlappens with emissivity, the best temperatwaltgewere

obtained by GDAS, with differences not exceedifg for the three scenes analyzed.

Finally, Figure 5 shows the average spectral enitiEes extracted for 4 pixels covering the sandtspd-igures
1 and 2 for the three dates, and the sand emigsivitasurements of Table 4. In this case of higlctsale
contrast surface, there was a better agreementhétfield data. The MMDs obtained with GDAS atmosiic

correction were 0.143, 0.127, and 0.128 for thedltates respectively (0.137, 0.114, and 0.100MiRh).

5. LOCAL ADJUSTMENT OF ASTER TIR DATA

The results of the previous section show inaccesaii the retrieved emissivity spectra and thubénestimated
LSTs. Possible causes include miscalibration ofTittke channels, errors in the atmospheric correcfimar sea
level there is more water vapor to correct for)d gmopagation of radiometric noise. All these effeare
wavelength-dependent, which could yield inaccuhdiDs, particularly for low spectral contrast suréac It is
difficult to know the individual contribution of eh source of error. The vicarious calibration ekpents
reported in Tonooka et al (2005) showed that chiant® 12 have a larger uncertainty. It is also gaized that
atmospheric correction in channels 10-12 is monssisge to errors in the water vapor profile. Howevin the
present study, channel 13 yielded a good agreemitintthe ground data, with derived surface tempeest

within the error bounds of the ground LSTs (Table 6

In this section, a method to adjust the at-send® fadiances is proposed taking advantage of thed go
performance of channel 13. The objective of thehmetis to derive emissivity and LST values from AR
data that are physically realistic, particularly fow spectral contrast materials. With this aing assume that
the calibration and the atmospheric correctiongisite local radiosonde data is accurate for chab®ever the
dynamic range of the scene. We also assume thatéme contains several targets with well knowrssivities

at different temperatures, which is partly similara gray pixel algorithm (Tonooka et al., 1997)atéf bodies
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(emissivity from ASTER spectral library) are ideatgets, but fully vegetated surfaces with grayybsgectra

(i.e.,£=0.985 in all channels) are also required for eewiémperature range.

The “gray-body adjustment method” starts by setgc8everal gray-body targets whose temperaturesr as/
much of the temperature range of the scene ashp@s$he scene-based re-calibration of Tonooka. €2@03)
is applied. For these targets, the surface temymeras calculated for channel 13 using the localcespheric
parameters of Table 5 and the known emissivity e/dd:=0.992 for waterg,5=0.985 for full vegetation cover)
in Eq. (12). (For water targets, reflection of skywnwelling radiance is specular rather than Latur In
these casesqfyfmtwas replaced by the downwelling atmospheric ramieat nadir, l;(0°), which is also given
in Table 5.) The surface temperature calculateccfamnel 13 is assumed to be true and used to atintile
radiance at the ground levelgilL in the other ASTER TIR channels according to E2). with the local

atmospheric parametersyfyttfor land targets andgyl(0°) for water targets) and the known emissivities.

For the Valencia scenes, four targets were seletitedsea surface (lowest temperature), rice cabpbe test
site, a golf course and a closed pine forest (lsghemperature). The locations of the two lattéessiare
indicated in Figures 1 and 2. Typically 5-10 pixelere selected for each site. In Figure 6, the kitad at-
ground radiances are plotted against the origif®I'BR DN for channels 10-14 for the August 3, 2004 scene.
The x-axis error bars in Figure 6 correspond tostamdard deviation of the digital numbers extréidter each
site (~4 DN), and the y-axis error bars corresponah error of +0.5 °C in ground LST and +0.00®imissivity,

but do not include the errors of the local atmosighgarameters.

Figure 6 shows a linear relationship between theukited at-ground radiances and ASTER;,Dithich is also
observed for the other scenes, with coefficientdatérmination#>0.99 for all channels. Therefore we propose a
linear, scene dependent adjustment for obtainireg etiground ASTER radiances from the at-sensof DN

according to

Ly (adj)=a;xDN; + B (14)

The coefficients of Eq. (14) an8are given in Table 8 for all channels and scefiks.linear relationship of Eq.
(14) implicitly includes the calibration of the AER TIR channels (linear conversion from D radiances,

Eqg. 10, and linear re-calibration, Eq. 11), anddtraospheric correction of at-sensor radiances 3Eghich is
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also linear). Thus adjusted at-ground radiancggadj), can be directly obtained from ASTER digiaimbers

using Eq. (14), from which temperature and speetnaksivity can be derived with the TES method.

6. RESULTSAND DISCUSSION

In this section the TES algorithm was applied ® &ldjusted at-ground ASTER radiances. In the NEMute

of TES, we selectee=0.99 as a first guess, which is appropriate asxsimmum emissivity for near-gray bodies.
On the other hand, no iteration was made in thet fastimation ofg; and LST for the correction of the
downwelling irradiance. Finally, according to Gdfge et al. (1998) we set a threshold in the catedl MMD
(MMD+1=0.03) to differentiate low and high spectral castrpixels. If the apparent MMD was larger than
MMD+, €min Was calculated by means of the standagg-MMD relationship (Eq. 6). If the calculated MMD is
smaller than MMB, Eg. (6) is not used and the spectral emissivéaia$ LST retrieved in the NEM module are
considered as the final values and the processitgriminated. It implies that the minimum emissivé given
for these cases bg;,;»=0.99-MMD, which yields higher estimates gf;, than the standard relationship and

introduces less discontinuity than taking a cortstatue €,,,=0.983).

The need for a threshold in MMD is due, in parttiie propagation of the radiometric noise in thassiity
retrieval, which tends to increase the apparent Mdfld can not be corrected with the adjustment @mnsat
proposed here. To evaluate the effect of radiometoise, we simulated at-sensor radiances for g lgoely
(e=0.99 and MMD=0) at different surface temperatuegsl converted the radiances into ASTER digital
numbers. Noise was added to the simulated radiancalé channels by means of a random number georera
between 4 DN (roughly equivalent to +0.3 °C). Theadiances were used in TES to derive the spectral
emissivities and the apparent MMD was calculatedont these calculations, we found an average
MMD=0.026+0.011 for surface temperature of 20 9@ MMD=0.015+0.005 for surface temperature of 30 °C
These results show a significant increase in theaagnt MMD that would yield excessively underestizda

values fore, if the standard relationship was used.

Figure 7 shows an image of MMD calculated with #uBusted at-ground radiances for part of the saeme
August 3, 2004. Figure 8 shows the correspondistpfiam of the MMD distribution and, for comparistime
MMD obtained from the standard products (both WBBAS and NRL atmospheric correction) for the same

area. About 89 % of the pixels yielded MMD<0.03 foe adjusted data, while it was only 6 % for ttendard
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products. In Figure 7, the large dispersion of MMfDs the sea surface is apparent (scan line noiakjng
values from 0.002 to 0.066 (i.e., covering a comsible part of the range of the image) with a mddD of
0.023. The rice field area shows relatively low MB@rom 0.001 to 0.041 and a mean value of 0.0¢B)Ds
for Valencia downtown range between 0.007 and Q.04fh a mean of 0.023. High spectral contrast Igixe
(typically >0.05) mainly correspond to the sandpsttine and industrial areas in the suburbs of Maée and

other urban areas.

Figure 9 shows a false color image of emissivityieged with the TES algorithm for the adjustediaades of
the August 3, 2004 scene. It covers the same ar@a Figures 1, 2, and 7 and displays emissivitghiannels
10, 12 and 14 in RGB, respectively. For the riaparea (in white and pink), the image shows higlnes in all
channels. The sea surface is dominated by scamnbirse. A high variability is observed with somexeis

having low emissivities in channel 10 (in green ahe) while others yielding more reliable valuesite). The
sandy coastline and some inland spots appear énasid dark blue, indicating low emissivity valueshannels

10 and 12.

Figure 10 shows the spectral emissivities for rggg and sand (the same pixels as in sectionar.2héd three
scenes analyzed. For rice and sea, spectral eitiesssiwere in good agreement with the measurements.
Considering all channels and dates, the differdrteeen ground and derived emissivities ranged dsiw0.3
and 0.9 % for rice, and between 0.6 and 2.2 %darxels. The derived surface temperatures wspedise to
the ground measurements for rice: differences fgfauinus ASTER) of -0.3, -0.3 and 0.2 °C were ot#difor

the three dates respectively. In the case of thesadace, the differences between the concurrédbDR8 SST
and the ASTER derived temperatures were 0.3, -0200 °C for the three dates respectively. Theamee
MMD ranged between 0.009 and 0.016 for the ricgp ano the three dates, and between 0.017 and Od02Bef
sea pixels (lowest values for August 12, 2004).seh&MDs were around 0.01-0.02 higher than expected
(=0.005 for the rice crop and 0.008 for the sea sejfawhich is a consequence of noise as discudsadea
Besides the increase of the MMD, noise effectsaparent in the dispersion of the retrieved emisssy
particularly over the sea surface (see Figure 8).the 33x33 sea pixels selected, the standardtit@viof the
calculated MMD was 0.008 for the three dates, vétltonsiderable fraction of pixels exceeding the30.0

threshold. As a result, the sea water emissiwtiei® somewhat underestimated.
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Figure 10 also shows the spectral emissivitiesiobthfor sand, with high spectral contrast. Thecwdaled
MMDs were 0.11-0.12 for the three dates, for whtble standarc.,,,—MMD relationship (Eq. 6) yields
minimum emissivities of 0.85-0.86. The emissivitgasurements for sand showed a minimum emissivity of
0.81, which is lower than predicted by Eq. (6).8Asonsequence, the emissivities retrieved for saog higher

values than the measurements at all wavelengths.

7. SUMMARY AND CONCLUSIONS

The performance of ASTER TIR products was evaludtedlow spectral contrast surfaces. Three ASTER
scenes were acquired over a test site close tonbfaleSpain where ground data were concurrentliecield.
Ground measurements included surface temperatmissigity, and atmospheric radiosonde profiles. Td&

site is located in a rice crop area with nearly filgetation cover in summer. Using the ground cettd the
local radiosonde profiles, at-sensor radiances wengllated for the ASTER TIR channels and compavid

the ASTER L1B data (calibrated at-sensor radiancEsg comparison showed discrepancies up to 3 % in
radiance for channel 10 (equivalently, 2.5 °C imgerature or 7 % in emissivity), which is the chalnmost
influenced by atmospheric water vapor. Channelsah@ 14 yielded a closer agreement (-0.1% radiance

difference).

We also compared the ASTER LST and spectral enitigsiata products generated with the TES algoritom
field-derived temperature and emissivity measurdamei the rice crops. For the sea surface, ASTERS TE
products were compared to the MODIS sea surfacpdeature data product, and for sea surface entigstoi
known lab-measured emissivity of water. Both theASDand NRL atmospheric correction options were also
compared for ASTER LST and emissivity data produ€ts rice crop pixels, ASTER showed anomalously lo
emissivity values at all wavelengths (as much asl®&#er in channel 10 and ~2% lower in channel 1) a
larger MMDs than expected (0.033-0.066 for GDAS @ri24-0.038 for NRL), and consequently overestiaat
LSTs (by 0.2 to 1.1 °C for GDAS and 0.9 to 2.0 B€ENIRL). Results were similar for sea water pix&iDs

of 0.052-0.087 for GDAS and 0.038-0.047 for NRLthwiemperatures exceeding concurrent MOD28 SSTs.
Possible reasons for anomalously large MMDs overdpectral contrast targets include: 1) inaccuracthe
instrument calibration, 2) imperfect atmosphericrection (not accounting for all the water vapothe column

or errors in the radiative transfer model used)in@ccuracy in the calibration of the field instrents (for the

rice and sand measurements), and the MODIS instruraed data product generation (for the water
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measurements), 4) heterogeneity in the surfaceatédin targets at the scale of ASTER, or 5) problgth the
TES algorithm classifying radiometric noise as ig@ctral contrast. The latter issue has a sigmfiempact on
the extraction of temperature and emissivity infation because TES relies on an empirical relatipnsh

between the emissivity minimum and the MMD.

In this work, a scene-based procedure is propasadijtist the ASTER TIR data in order to obtain nageurate
MMD estimates and therefore a better retrieval 8Tland emissivity with the TES algorithm. The metluses
various gray-bodies or near gray-bodies with knawnssivities at different temperatures (e.g., whtaties and
fully vegetated surfaces) and assumes that thératibn and atmospheric correction performed wibal

radiosonde data is accurate for ASTER channel &aRing the temperature derived for channel 13 agrte
LST, the ASTER TIR radiances corresponding to ttag ¢podies were simulated for the other channefsused

to derive linear relationships between the ASTEgttali numbers and the at-ground radiances for ehahnel.

Using the adjusted radiances, the TES algorithm agsied to derive surface emissivities and LSTse T
products resulting from the adjusted radiances sklosvbetter agreement with the ground measureraedts
good stability along the three dates analyzed.afiathannels and dates, retrieved emissivitieedkf from the
measured values by -0.3-0.9 % for rice, and by2026% for sea pixels, while temperatures agreeti wie
ground values within £0.3 °C in all cases. The aatitric noise increased the apparent MMD by 0.02-0an
effect that was rather noticeable for homogenetms, spectral contrast areas in the emissivity anl/
images. For this reason, a MMD threshold of 0.08 used in the processing of TES that discriminbétaeen
low and high spectral contrast pixels. Although tibenber of scenes analyzed is not statisticallgiB@ant, the
results shown in this study prove the feasibilifyretrieving accurate estimates of surface emigsiand its

spectral variation with ASTER TIR data for low spatcontrast surfaces.

ACKNOWLEDGEMENTS

This work was funded by thdinisterio de Educacion y Cienci@roject CGL2004-06099-C03-01, co-financed
with European Union FEDER fund&gcciones Complementari&&GL2005-24207-E/CLI and CGL2006-27067-
E/CLI), andJuan de la CiervaResearch Contract of R. Niclos, and the Universityalencia ¥ Segles
Research Grants of J. M. Sanchez and M. Mira). hiak the ASTER Science Team for support and assista

andCentro de Estudios Ambientales del Mediterra(@BAM) for the radiosonde data.

19



REFERENCES

Berk, A., G. P. Anderson, P. K. Acharya, J. H. @hetd, L. S. Bernstein, E. P. Shettle, M. W. Matthewd S.

M. Adler-Golden (1999), MODTRAN 4 user’'s manual.r Aorce Research Laboratory, Space Vehicles
Directorate, Air Force Materiel Command, Hascom AN\, 95 pp.

Brown, O. B., and P. J. Minnet (1999), MODIS in&drsea surface temperature algorithm — Algorithm
Theoretical Basis Document, Product MOD28. ATBDerefice number MOD-25.

Coll, C., V. Caselles, J. M. Galve, E. Valor, R.cNs, J. M. Sanchez and R. Rivas (2005), Ground
measurements for the validation of land surfaceptatures derived from AATSR and MODIS data,
Remote Sensing of Environmedit, 288-300.

Coll, C., V. Caselles, J. M. Galve, E. Valor, RcNs, and J. M. Sanchez (2006), Evaluation of spiitdow
and dual-angle correction methods for land surf@eeperature retrieval from Envisat/AATSR data,
Journal of Geophysical Researctil, D12105, doi:10.1029/2005JD006830.

French, A.N., F. Jacob, M.C. Anderson, W.P. KustdsTimmermans, A. Gieske, Z. Su, H. Su, M.F. Mc€ab
F. Li, J. Prueger, and N. Brunsell (2005). Surfanergy fluxes with the Advanced Spaceborne Thermal
Emission and Reflection radiometer (ASTER) at ihed 2002 SMACEX site (USARemote Sensing of
Environment99, 55 — 65.

Gillespie, A.R. (1986). Lithologic mapping of siite rocks using TIMS, in The TIMS Data Users’ Wdndxs,
JPL Publication 86-38, Jet Propulsion Laboratogsdtlena, CA, pp. 29-44.

Gillespie, A. R., T. Matsunaga, S. Rokugawa, and.SHook (1998). Temperature and emissivity sepmarat
from Advanced Spaceborne Thermal Emission and Befle Radiometer (ASTER) imagetfEE
Transactions on Geoscience and Remote Sen3fd 113-1125.

Hook S. J., R. G. Vaughan, H. Tonooka and S. Glafolw (2007). Absolute Radiometric In-Flight Valigban
of Mid and Thermal Infrared Data from ASTER and MISDUsing the Lake Tahoe CA/NV, USA
Automated Validation SitdEEE Transactions on Geoscience and Remote Serfginyess).

Matsunaga, T. (1994). A temperature-emissivity spgan method using an empirical relationship betmvéne
mean, the maximum and the minimum of the thernfehiad emissivity spectrundpurnal of the Remote
Sensing Society of Japal¥(2), 230-241.

Minnett, P. J., Brown, O. B., Evans, R. H., Key,LE.Kearns, E. J., Kilpatrick, K., Kurnar, A., Miatt, K.A.,

Szczodrak, G. (2004). Sea-surface temperature mexasuats from the Moderate-Resolution Imaging

20



Spectroradiometer (MODIS) on Aqua and Terra, |IEBErhational Geoscience and Remote Sensing
Symposium Proceedings IGARSS 2004, vol. 7, 4578457

Ogawa, K., Schmugge, T., Jacob, F., French, A.3Jp@stimation of land surface window (8-iiEn) emissivity
from multi-spectral thermal infrared remote sensingd case study in a part of Sahara Desert,
Geophysical Research LetteB9 (2), pp. 39-1.

Palluconi, F., Hoover, G., Alley, R., Jentoft-Niefs M., and Thompson, T. (1999). An atmosphericemtion
method for ASTER thermal radiometry over land, ARTRIgorithm Theoretical Basis Document,
revision 3, Jet Propulsion Laboratory, Pasadena, CA

Realmuto, V. J. (1990). Separating the effect®pofterature and emissivity: Emissivity spectrum radization,

In Proceedings of the 2nd TIMS WorkshdpL Publication 90-55, Jet Propulsion Laborat®gsadena,
CA, pp. 23-27.

Rowan, L. C., J. C. Mar, and C. J. Simpson (2008hologic mapping of the Mordor, NT, Australia tdtnafic
complex by using the Advanced Spaceborne Thermadbkdétom and Reflection Radiometer (ASTER).
Remote Sensing of Environme®®, 105 — 126.

Rubio, E., Caselles, V., Coll, C., Valor, E. andsfedra, F. (2003). Thermal-infrared emissivitiesnafural
surfaces: Improvements on the experimental sethg rew measurementiternational Journal of
Remote Sensing4 (24), 5379-5390.

Salisbury, J. W. and D’Aria, D. M. (1992). Emiss$ywiof terrestrial materials in the 8-14m atmospheric
window. Remote Sensing of Environmeti2, 83-106.

Tonooka, H. (2001). An atmospheric correction atpan for thermal infrared multispectral data ovend - A
water-vapor scaling methotEEE Transactions on Geoscience and Remote Se88i(8), 682-692

Tonooka, H. (2005). Accurate atmospheric correctdrASTER thermal infrared imagery using the WVS
method.|IEEE Transactions on Geoscience and Remote Serkdng778-2792.

Tonooka, H., Rokugawa, S. and Hoshi, T. (1997). UBameous estimation of atmospheric correction
parameters, surface temperature and spectral gityassing thermal infrared multispectral scannatad
Journal of the Remote Sensing Society of Japaf®), 19-33.

Tonooka, H., F. Sakuma, M. Kudoh, and K. Iwafun80@. ASTER/TIR calibration status and user-based
recalibration Proceedings of SPIEol. 5234, 191-201.

Tonooka, H., F. D. Palluconi, S. J. Hook, and T.tddaaga (2005). Vicarious calibration of ASTER thaf

infrared channeldEEE Transactions on Geoscience and Remote Serk3ng733-2746.

21



Tonooka, H. and Palluconi, F. D. (2005). Validat@imPSTER/TIR standard atmospheric correction usuager
surfaceslEEE Transactions on Geoscience and Remote Serd3ng769-2777.

Vaughan, R. G., S. J. Hook, W. M. Calvin, and J.Tdranik (2005). Surface mineral mapping at Steahbo
Springs, Nevada, USA, with multi-wavelength therimdtared imagesRemote Sensing of Environment
99, 140 — 158.

Wan, Z., Zhang, Y., Zhang, Q. and Li, Z.-L. (2002)alidation of the land-surface temperature prosluct
retrieved from Terra Moderate Resolution Imaginge@mradiometer dataRemote Sensing of
Environment83, 163-180.

Watson, K. (1992). Spectral ratio method for meiaguemissivity,Remote Sensing of Environme#2, 113-
116.

Yamaguchi, Y., Kahle, A. B., Tsu, H., Kawakami, @&nd Pniel, M. (1998). Overview of Advanced Spacebo
Thermal Emission and Reflection Radiometer (ASTHREE Transactions on Geoscience and Remote

Sensing 36, 1062-1071.

22



FIGURES

. Sea
\

\

i

!

1

Pine fo\ngt

\
Sand

0 \{ G If\ course

{
\

\
‘Rice

) =
0°35'W 0°30'W 0°25'W 0°20'W 0°15'W
345678910

012
= = H H Hia

Figure 1. ASTER L1B VNIR image covering the study zone orgAst 3, 2004. The stars show the location of
the rice sites. Other sites mentioned in the papeindicated. The RGB components are channels83 |§én), 2

(0.66um) and 1 (0.56um), respectively, with 15 m resolution.
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Figure 3. ASTER TES emissivity data for the rice sites with GDAS and (b) NRL atmospheric correction for
the three dates indicated. The average values<®mp8els over the site are shown, with one stashdi@viation

as error bar. For the field measurements, the dwt@ bars show the width of CE312 channels.
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retrieved with the TES algorithm with adjusted eadies for the August 3, 2004 scene.
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TABLES

Table 1. Bandpasses and effective wavelengths of the ASTERchannels. The last column gives the Unit

Conversion Coefficient (UGEfor each channel.

Effective wavelength UCcC
Channel | Bandpassym) (um) (szsr—l“rqn-l/DN)
10 8.125 — 8.475 8.291 0.006882
11 8.475 — 8.825 8.634 0.006780
12 8.925 — 9.275 9.075 0.006590
13 10.25-10.95 10.657 0.005693
14 10.95-11.65 11.318 0.005225

Table 2. Surface temperature product (GDAS atmosphericection) for 1x1, 3x3, 5x5 and 11x11 pixels on

the three dates.,Jis the average temperatuejs the standard deviation,,Ts the minimum temperature and

Ty is the maximum temperature.

Ta (°C) 0 (°C) Tm (°C) Tu (°C)
August 3, 2004| 1x1 31.35 - - -
3x3 31.66 0.38 31.25 32.15
5x5 31.91 0.42 31.25 32.85
11x11 31.85 0.49 30.75 33.35
August 12, 2004 1x1 29.85 - - -
3x3 29.85 0.28 29.55 30.35
5x5 30.01 0.36 29.45 30.95
11x11 29.88 0.50 28.55 31.25
July 21, 2005 1x1 28.65 - - -
3x3 29.04 0.42 28.65 29.75
5x5 28.91 0.31 28.55 29.75
11x11 28.82 0.33 28.15 29.85
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Table 3. Ground measured LST and uncertainty for the rieesstoncurrent with ASTER observations. The
third column gives the air temperature at surfameell (T,) and the total precipitable water (pw) from the

radiosonde data. The last column shows the MOD2B#&duct for ¥3 sea pixels.

Daiiemaen?UOTVCE:})r il LS'CI';I: 3”(‘3<:) Ta CC) [ pw (cm) ssﬂci?yz(fc:)
Augusts, 2004 | 304207 35.0/235 | 26.3+0.2

August 12 2004 288105 32.0/2.05 | 26.740.2
July 21 2005 | 284+ 06 27.2/2.03 | 26.9+0.2

Table 4. Emissivity values for the rice crop and beach saedsured with the four channels of CIMEL 312.

Ch. 4 Ch.3 Ch. 2 Ch. 1
(8.2-9.2um) | (10.5-11.5um) | (11.5-12.5um) | (8-13pm)
Rice crop | 0.985:0.004 0.985x0.002  0.980+0.005  (:08%3
Sand (beach) 0.808+0.005  0.935:0.004 _ 0.942+0.00489580.004

Table 5. Atmospheric transmittance;), atmospheric path radiance,{l. downwelling sky irradiance divided by
Tt (Fsiy, /T, and downwelling atmospheric radiance at nadif((®)) for the ASTER TIR channels and the three

days considered.

La; Foky /0 L4;(0°)

Date Channel T (Wmsripm™) (Wm'zsyr'lium'l) (Wmsripm™)
August 3, 10 0.570 3.044 4.897 3.813
2004 11 0.681 2.296 3.713 2.750
12 0.750 1.830 2.955 2.054
13 0.775 1.861 2.986 1.958
14 0.745 2.076 3.258 2.200
August 12, 10 0.573 3.068 4.769 3.697
2004 11 0.684 2.342 3.667 2.711
12 0.752 1.888 2.967 2.056
13 0.768 1.967 3.064 2.011
14 0.738 2.201 3.353 2.266
July 21, 10 0.577 3.188 4.637 3.600
2005 11 0.683 2.440 3.683 2.715
12 0.746 2.012 3.093 2.139
13 0.760 2.107 3.251 2.147
14 0.730 2.332 3.503 2.380
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Table 6. Comparison between simulated and ASTER calibratesnsor radiances (Wasr‘um™) for rice. The
relative difference is (I;(sim)-Lsj(c))/Lsj(sim). T4 T; is the difference between the ground LST and the

temperature calculated from{c) and Eqg. (12). The last column gives the emigsitom L (c) and Eq. (13).

Date Channe| L(sim) Lsj(c) Rel. Diff. (%) | T4T, (°C) g
August 3, 10 8.720 8.493 2.6 2.2 0.918
2004 11 9.238 9.070 1.8 1.3 0.956
12 9.608 9.484 1.3 0.9 0.970
13 9.733 9.695 0.4 0.3 0.985
14 9.361 9.330 0.3 0.3 0.985
August 10 8.605 8.467 1.6 1.3 0.935
12, 2004 11 9.116 8.947 1.9 14 0.945
12 9.475 9.317 1.7 1.2 0.955
13 9.581 9.586 -0.1 0.0 0.985
14 9.260 9.245 0.2 0.1 0.981
July 21, 10 8.723 8.463 3.0 2.5 0.909
2005 11 9.156 8.974 2.0 15 0.954
12 9.487 9.360 1.3 1.0 0.971
13 9.600 9.554 0.5 0.4 0.985
14 9.284 9.184 1.1 1.0 0.972

Table 7. Difference between the ground measured LSTs (MOB@B8 for sea) and ASTER derived LSTSs, in °C.

GDAS NRL
Rice Sea Rice Sea
3-Aug-04 -1.1 -0.4 -0.9 -0.7
12-Aug-04 -0.8 -0.9 -1.9 -2.0
21-Jul-05 -0.2 -0.6 -2.0 2.3

Table 8. Coefficientsa; (Wmsr'um™/DN) and B; (Wm’sr'um™) and determination coefficient for the

adjustment of ASTER at sensor radiances (Eq. I4h®ASTER TIR channels and the scenes indicated.

Date Channel qa B; re
August 3, 10 0.012908 -5.982 0.9996
2004 11 0.010369 -3.682 0.9998
12 0.009087 -2.687 0.9997
13 0.007389 -2.451 1.0000
14 0.007210 -3.057 0.9989
August 12, 10 0.012796 -6.113 0.9994
2004 11 0.010419 -3.859 0.9997
12 0.008995 -2.640 0.9994
13 0.007430 -2.587 1.0000
14 0.007320 -3.378 1.0000
July 21, 10 0.013155 -6.639 0.9993
2005 11 0.010774 -4.480 1.0000
12 0.009265 -3.131 0.9996
13 0.007538 -2.831 1.0000
14 0.007602 -3.908 0.9986
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