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Abstract

Land surface temperature (LST) can be derived ftbarmal infrared remote sensing data provided that
atmospheric and emissivity effects are correctedlifothis paper, two correction methods were eateld using

a database of ground LST measurements and contimeisat/Advanced Along Track Scanning Radiometer
(AATSR) data. They were the split-window (SW) mathavhich uses two channels at 11 andub® and the
dual-angle (DA) method using one single channelfh) at two observation angles (close to nadir aodiradt
55° forward). The ground LST measurements werepedd in a large, flat and thermally homogeneoes af
rice fields during the summers of 2002-2005, whiea trop showed full vegetation cover. A total of 23
concurrences of ground measurements and AATSRvera obtained. Results showed that the SW algosithm
worked satisfactorily provided that the charactarssof the area are correctly prescribed, eitiheough the
classification of the land cover type and vegetatiover fraction, or with the surface emissivity this case, the
AATSR derived LSTs agreed with the ground LSTs imith1.0 °C for all the data of the comparison, with
negligible average bias and standard deviation.®f°G. The DA algorithms were less accurate th@enSW

algorithms for the data used in this study, yiejdstandard deviations of 1.0 °C.



1. Introduction

The use of thermal infrared remote sensing datthésunique way for the derivation of the land scefa
temperature (LST) over large portions of the EaktBTs are required for the estimation of energy waader
fluxes between the atmosphere and the land surtacs, being of great interest for meteorologicatl an
climatological studies. The main difficulties intnieving the LST from satellite data are the catimet for the
atmospheric effects, mostly the water vapor absmpand emission, and the uncertainty of the serfac
emissivity, which can be significantly lower thanity and highly variable for land surfaces. Sevéeahniques
were proposed in the last years for the correafotiermal infrared satellite data and thus theeeal of LST.
Back in the 70’s, methods based on the differertaorption principleNIcMillin, 1975] were used for the
retrieval of the sea surface temperature (SST)h Soethods make use of measurements of the sanecsurf
target at different conditions of observation, ahdy are probably the simplest and operationalbsifde

approaches for the atmospheric correction of theimfrared data.

Examples are the split-window (SW) method that uses channels within the 10.5-12j%m atmospheric
window [Prabhakara et aJ. 1974; Deschamps and Phulpiri980] or the dual-angle (DA) method using one
single channel at two different observation andg®aunders 1970]. Algorithms for both techniques usually
express the SST as a linear combination of thehtwégs temperatures in the considered channelsseration
angles, with constant coefficients having regiaraglobal validity. The main advantage of thesehuds is that
they do not require an accurate description ofatheosphere (in the form of vertical profiles of frature and
water vapor, ideally obtained from local, concutnamiosonde data) nor radiative transfer caloohstibased on

these profiles.

More recently, the SW technique was extended tal lamrfaces by accounting for the effects of surface
emissivity [e.g.,Becker and Li 1990; Wan and Dozier 1996; Coll and Caselles1997]. LST algorithms
explicitly include a dependence on the surface giitg in the channels considered, or alternatiwéifjerent
coefficient sets are provided for each land coypetIn any case, the characteristics of the serfagst be well
known (via the emissivity, or the class and amafntegetation cover) in order to obtain the LST jckhis the
main drawback of the method. For this reason, SWhaous are expected to work better for near graybod
surfaces with known emissivities (i.e., water ardetation). The extension of the DA technique tml lsurfaces

requires the knowledge of the surface emissivitythat two observation angles considered. Althougrs it



generally accepted that the emissivity decreasé#s the observation angle, little is known about gmgular
behavior of the land surface emissivity. As a cquseice of the anisotropy of the radiation emittgddugh,
heterogeneous, non-isothermal surfaces, the DAadsthre more difficult to apply for LST retrievalan the

SW methodsCaselles et a).1997].

The validation of satellite derived LSTs with grdumeasurements is a challenging problem becauskeof
heterogeneity of land surfaces both in temperaaceemissivity. Only few LST validation studies d¢anfound

in the literature [e. gPrata, 1994;Wan et al.,2002;Coll et al, 2005]. The comparison between ground, point
measurements and satellite, area-averaged measuseieonly possible for certain land surfaces that
thermally homogeneous at various spatial scalesn fihe footprint of ground instruments to sevegkhHite

pixels. Such areas exist, the most suitable beamgely vegetated surfaces and bare surfaces atslese

A database of ground measurements of LST was tetlén a test site close to Valencia, Spain comweiily to
Envisat/Advanced Along Track Scanning Radiometek{8R) overpasses, with the aim of evaluating SW and
DA correction methods for LST retrieval. The AAT$Rewellyn-Jones et g12001] has seven bands at 0.55,
0.66, 0.87, 1.6, 3.7, 11 and . It uses a conical scanning mechanism which alltve observation of the
same target with two different viewing angles,tfasan angle of around 55° (the forward view), 48a s later

at an angle close to the vertical (the nadir viawfact from 0° to 23.5°). The nominal spatial tason of
AATSR is 1 km x 1 km for the nadir view and 1.5 kn® km for the forward view. Recently, an operaéibn
LST product was included, which is based on the 18#thod using the nadir view, 11 and ['d channels of
AATSR [Prata, 2000]. Ground data from the Valencia test siteewgsed byColl et al [2005] for validating
LSTs derived with SW algorithms for Terra/Moder&esolution Imaging Spectroradiometer (MODIS) and
AATSR data. In that paper, we only checked fiveaorent ground and AATSR data for 2002, plus eleven
MODIS concurrences for 2002-2004. In the presepepave completed the evaluation of AATSR derived &S
for a total of 23 concurrences in 2002-2005. Inigaid, we analyzed the performance of the DA metkaidh

the same ground LST database.

This paper is organized as follows. Section 2 priss¢he experimental data used for the evaluatioth®

AATSR derived LSTs, including the database of gtblwS$Ts, the emissivity measurements, and the AATSR



data. Section 3 shows and discusses the resultthdowalidation of different SW algorithms applitatio

AATSR data. Section 4 deals with the validatioéf algorithms. The conclusions are given in secBon

2. Experimental data

Experimental campaigns were carried out in the Maketest site during the summers of 2002-2005 thi¢haim
of providing validation data for AATSR derived LSTBhe site is located in a large, marshy plain cieteid to
the intensive cultivation of rice in the Mediteremm coast of Spain, close to the city of Valenkigs part of a
network of sites dedicated to the AATSR LST validiat From the end of June to the beginning of Septs,
rice crops are well developed and attain nearlydover. In these circumstances, the site showigtathermal
homogeneity and is large enough for AATSR validatibhe location of the test site is indicated ia ATSR
color composite image of Figure 1, where the rieddfarea appears in red. In this section, thenthér
homogeneity of the site is discussed, then the gtaneasurements are described and listed, andyfithed

concurrent AATSR brightness temperatures are given.

2.1. Thermal homogeneity of the site

The thermal homogeneity of the test site was asdessing AATSR and Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) dataused over the area. Figure 2 shows AATSR images of
brightness temperatures at ith, (a) nadir view, and (b) forward view, centere¢dhe rice field area. Figure 3
shows a 10x10 kfrimage of brightness temperature in ASTER bandl0366um) at a spatial resolution of 90
m. In these images, a polygon covering approximatet same area around the ground measuremens site
shown. We calculated the maximum, minimum, and ayerbrightness temperaturesy(TT,, and T,,
respectively), and the standard deviatioh for the pixels enclosed by the polygon. In theecaf AATSR (39
pixels), we obtained \J=27.71 °C, }=26.84 °C, 1,~27.19 °C, and=0.20 °C for the nadir view (Figure 2a),

and Ty=25.81 °C, },=25.12 °C, T,~25.42 °C, an@=0.19 °C for the forward view (Figure 2b).

For the ASTER scene (Figure 3), we excluded thelpiwithin the dashed-line square correspondirifpechot
spot at 0°18’50”"W, 39°14'30”N (a built-up sitejyhich has the largest temperature heterogeneithérrice
crop area. According to the temperatures and ditleechot spot, it could increase the surface teatpee at the
1 kn? scale by a maximum of 1 °C with regard to the aumding rice field temperatures. This effect was

sometimes noticeable in the AATSR images, so tiahbt pixel could be removed for the comparisoth wie



ground measurements. For the 4400 pixéB6(knf) selected, we obtainedyE30.15 °C, }=25.79 °C,
To~26.89 °C, an@=0.45 °C. Figure 4 shows a histogram of the ASTEghlness temperatures for the selected
pixels. About 97 % of the pixels had temperaturesveen 26.0 °C and 28.0 °C. The highest temperaf@60

— 30.0 °C) were for a few pixels correspondingdorow tracks and roads that cross the site, abeabserved

in Figure 3. The impact of these pixels on the f-koale surface temperature was negligible. For emispn,
the values for an area of 620 pixels (5°kat the nearby sea surface wefg24.73 °C, }=23.89 °C, ,=24.24
°C, ando=0.18 °C. The noise equivalent temperature diffezest ASTER TIR bands 0.3 °C [yamaguchi et
al., 1998]. These results show that the experimeareh contains a considerable number of f gixels for
which the variability in surface temperature, asrmsim the ASTER data, is about 0.2—0.5 °C. Theeeflis site

could be used for the validation of AATSR derivedTls, in both the nadir and the forward views.

2.2. Ground LST measurements

Ground LSTs were measured in the test site by mefamg to four thermal infrared radiometers disitdd over

a square of 1 kfiwithin the rice field area. The instruments wer@ t&iIMEL CE 312 radiometers (CE1 and
CE2) with four bands (1 to 4 at 8-, 11.5-12.5um, 10.5-11.5um and 8.2-9.21m, respectively), one Everest
model 112.21 thermometer with one single band (§48 and one AGA model 80 thermometer (single band,
8-13 um). Bands 2 and 3 of CE 312 are similar to the 4@ &1 um channels of AATSR, respectively. Each
radiometer was assigned to one part of the 1 dgumare in order to cover the area as much ashpessi the
2002 and 2003 campaigns, the 1°kest site was centered at 0°17°50”"W, 39°14'27'Far the 2004 campaign,
the test site was moved 1 km North (center at @'WV, 39°15’01"N), while in 2005 it was moved againthe

North (center at 0°18'28"W, 39°15'54") (see Fig. 3)

Radiometers were carried back and forth along é@issof 100 — 200 m looking at the surface at anglese to
nadir, during 30 minutes around the satellite cassp The field of view of the radiometers was al3@utm on
the crop surface. Measurements were made at aofateore than 5 measurements per minute, covering a
distance of 30-50 m per minute. The methodologytlier measurement of ground LSTs for comparison with

AATSR derived LSTs is described Bpll et al [2005]. Some details are given below:

a) Calibration of the field radiometers. The instants were calibrated with a blackbody source and

intercompared in the field along the campaigns. 8teolute accuracies(cal), of the CE1 and CE2 radiometers



were+0.2 °C andt0.1 °C, respectively. The Everest and AGA instrutsidnad lower accuracies and may give
biased LST measurements depending on the ambienatoy temperature. Using the blackbody measuresmen
and band 1 of the CE2 radiometer as a referemwmilicalibration equations were derived for thas&iments
each day of campaign. The standard error of estiofthe calibration equations was takeroésal). For the

Everest (AGA)o(cal) was betweet0.5 and+0.7 °C 0.7 and+0.9 °C).

b) Emissivity correction. Radiometric temperatunese corrected for emissivity effects, including tieflection

of the sky radiance. Surface emissivity yvas measured in the field using the box metHubjo et al, 2003]
for the four channels of the CE 312 radiometBessults for the rice crops are given in TableHese data show
high emissivity €>0.98) with small spectral variation (<0.5 %, i., @omparable to the measurement
uncertainties), which is typical for crops withlfabver of green vegetatiosglisbury and D’Aria 1992;Rubio

et al, 2003]. The sky radianceyl, was measured along the transects. The error ientissivity correction is
basically due to the uncertainty in the emissiviues used. For an uncertainty#ff.5 % ing, the error in

temperature due to the emissivity correctiofem), ranged front0.15 to+0.25 °C.

¢) Averaging of transect/radiometer ground tempgest Only the temperatures measured within 3 mamut
around the satellite overpass were considered. Weey averaged for each transect/radiometer anstaémelard
deviation was calculated. It gives us an estimatibtihe LST spatial and temporal variabilig(var), in a part of
the test site. For the ground data analyzed twrar) was typically betweet0.3 °C andt0.5 °C. The total
uncertainty in LST for each radiometes(T), is given by the combination of the three sesrof error

(calibration, emissivity correction and variabi)itgccording to

o(T) = [o(calf+o(emf+a(varf]? 1)

For each day of measurement, the ground LST aneriaicty for each radiometer/transect are givehdhle 2
together with the date and time of the AATSR ovespdThe data for 29/07/02, which were use€ati et al
[2005], were not considered here due to possibleusicloud contamination). The most accurate LSTs
correspond to the CE1 and CE2 radiometers, for lwiie largest source of error wagvar). For the
measurement days when the two CE 312 instruments amailable, the maximum difference between their
measured LSTs was 0.6 °C. In the case of the Bvares AGA instrumentsg(cal) was usually the largest

source of error. In order to avoid excessive umadetit due to the calibration problems of the Evesssl AGA



instruments, we kept only their LST measurementd wi{T)<1.0 °C. In addition, we removed the LSTs

measured by these instruments that differed by iame 1.0 °C from any of the CE 312 on the same day

d) Average ground LST. The ground LSTs to be coexpavith the AATSR derived LSTs were calculated by
averaging all the individual ground temperaturethinithe 3 minute periods for the available raditere each
measurement day. The average LSTs and uncertaamiegiven in the last column of Table 2. The raofjthe
ground LSTs was roughly from 25 °C to 31 °C, witltertainties between +0.4 °C and 0.9 °C. This raosu

interval may be useful for the validation of satelberived LSTs in real conditions.

2.3. Concurrent AATSR brightness temperatures

For each day of measurements of Table 2, concuk&iiSR scenes were available through the AATSR
validation team (University of Leicester) and therépean Space Agency (ESA). We identified the ptkesest
to the center of the test site in the L1b scenes-fgferenced, top of the atmosphere data). Fondhée view,
we took the 3x3 pixels centered at the closestlpiXas process was done manually and care was takieto
include any pixel that could be partially out oéttice field area, or contain the hot pixel mergidrin section
2.1. For the selected pixels, the average brigbttemperature and the standard deviation was eaéclifor
channels at 11 and 3#n, nadir view (T1, and T»y), as shown in Table 3. The satellite viewing arfglethe
center pixel was also obtained. For the forwardvyigue to the larger size of the pixel, we tookyatfie four
pixels closest to the center of the test site thete totally within the rice field area. The averagmperatures
(T11s and T») and standard deviation for these pixels are shiowiable 4, together with the satellite viewing

angle.

3. VALIDATION OF SPLIT-WINDOW CORRECTION METHODS

In this section, the ground LST — AATSR databasesisd to evaluate the performance of the SW mefinod
LST retrieval and the accuracy that can be obtamiéuthis technique. These issues were firstiigat@d from

an empirical point of view, i .e., by means of hneegression analysis between the ground LST lemdATSR
brightness temperatures. Then, different publisB@d algorithms developed for LST retrieval from AARS
data were validated. First, we checked the AATSRBraiional algorithm currently implemented to proeltice
LST product provided in the AATSR L2 data. Secome&t checked the quadratic, emissivity dependent

algorithm ofColl and Caselle$1997], which was adapted to AATSR.



3.1. Linear regression analysis

The basis of SW correction methods relies on theetation existing between the brightness tempeeatu
difference between the two channels; 715, and the atmospheric and emissivity correctionT+8, that
must be applied to the brightness temperatureamibst transparent channel {J to get the actual LST. In the

simplest form, the SW algorithm can be written as

LST = Tign+ Asw(T11T120) + Bsw 2

where Ay and By are the split-window coefficients. According @oll and Caselle$1997], coefficient Aw
depends on atmospheric properties and coefficigiit d2pends on the emissivity in the channels consitler
We analyzed the performance of this simple fornmtatising the ground LSTs measured in the testsitethe
corresponding AATSR brightness temperatures. Siheesurface conditions of the site remained unchdng
during the field campaigns, and the atmospheriditioms were similar, we can regard the SW coedfit$ as
constants. Figure (5) plots the temperature diffeee ST—T1, against T.+T12 for which the linear regression
yields the SW coefficients & and Byw. The results of the regression analysis showedaal goefficient of

determination (B=0.82) and an error of estimate for LST of 0.5Z8Cthe SW method.

A less constrained linear regression between thergt LST and the brightness temperaturgg and T;,, could

be written in the form

LST =aTy,+ bTn+ C 3)

For our data set, the coefficient of determination the error of estimate for LST were mostly siam{R=0.80
and 0.51 °C, respectively). Likewise, the SW metboald be implemented to the forward view of theahtl 12
pum channels. Thus, usingTand T (instead of Ty, and T,y in Eq. (3), the linear regression yieldet-R 69
and error of estimate for LST of 0.64 °C. Theselltsshow a worsening of the accuracy of the SWhoafor

large observation angles.

3.2. AATSR LST operational algorithm
The AATSR LST algorithmPBrata, 2000] expresses the LST as a linear combinatfotmed nadir brightness

temperatures 1i, and T;,, with coefficients determined by regression ovendated data-sets and depending on



the land cover type (i), the fractional vegetatamver (f), the precipitable water (pw) and the Kisgezenith

viewing angle @):

LST = @ipw + bri(T1arTi2n)" + (B + &) T12n 4)

with coefficients given by

n = cos@/5)
&ipw = 0.4[sech)-1]pw + f a,; + (1-f) a;
bri =fhy, + (1-f) b

ai=fo,+ (19,

These coefficients are provided for 14 differemrbés or land cover classes (i=1 to 14). For a giaad cover
class, two separate sets of coefficients are gigerthe fully vegetated surface (subscript v) aod the bare
surface (subscript s), which are weighted by tlaetional vegetation cover f. LST data generatedh wliis

algorithm are currently provided as a product withT SR L2 data. The algorithm is operationally impiented
at the Rutherford Appleton Laboratory (RAL) in tee-called RAL processor. The values of i, f and e
taken from global classification, fractional ved&ta cover maps and global climatology at a spa#ablution
of 0.5%0.5° longitude/latitude. Monthly variability is alved for f and pw. The algorithm is basically linem

the brightness temperatures, since the coeffiaieist nearly equal to 1 for the nadir view: 8£23°, it yields
n>0.997, for which the LST retrieved for 1} T1,~=3°C differs by less than 0.03 °C from that regwith n=1.
Moreover, the dependence of LST on the precipitalaieer is quite small. It appears only in the térd{sec)—

1]pw of coefficient g . For8<23°, the variation of LST is less than 0.04 °Cdwmariation of 1 cm in pw.

The LST values given by the AATSR LST operatiorigbathm (RAL processor) for the test site are shaw
the fourth column of Table 5. They were extractehf the L2 data for 3x3 pixels centered on the Ipilesest
to the test site. The seventh column shows therdifice between the ground and the AATSR derivedsLST
According to these results, the RAL processor seenwverestimate the ground LSTs by 3.5 °C in ayera
Thus the standard LST product would be uselesBisistale of application. It appears that the €e5%lution

maps used by the operational algorithm is too earsrder to properly assign the land cover typarfd the

fractional cover (f) to specific, relatively smalleas such as our test site. For the site, the itAtessor assigns

class i=6 (broadleaf trees with groundcover) arti48 — 0.47 (July — August). Particularly the vahssigned to



f seems very low for the rice crops in summer. migkhe same class (i=6) and f=1 (full vegetationech the
AATSR LST algorithm was applied to the brightnesmperatures of the test site. The resulting LSTd (n
shown in Table 5) agreed much better with the glduBTs: the average overestimation was reduced4téQ,
with a standard deviation of 0.5 °C and differensétkin the +2.5 °C limits specified for the LSTqgaiuct for all

the days of the comparison.

The best results for the AATSR LST algorithm web¢ained for class i=8 (broadleaf shrubs with graawer)
with f=1, which is appropriate for the fully develed rice crops in summer. Using the correspondpii- s

window coefficients in Eq. (4), the AATSR LST edqioatlocally tuned to our study area is,

LST = 0.4[sedf)—1]pw + 1.5662 + 3.1384¢T;~T12)" + 0.8965T, (5)

with LST, Ti1, and Tp,, in °C. The precipitable water was taken pw=2.5fommidlatitudes in summer (as
quoted before, the impact of pw on LST is small floe SW approach). Applying Eqg. (5) to the AATSR
brightness temperatures for the test area, weratahe LSTs shown in the fifth column of Tabledgether
with the differences with the ground LSTs (colunjn Bifferences ranged between —1.1 and 1.0 °Clfaha

days of the database, the average difference wh8G0and the standard deviation was 0.5 °C.

3.3. Quadratic, emissivity dependent algorithm

The LST split-window algorithm o€oll and Caselled1997] has a quadratic dependence on the brightnes
temperature difference and an explicit dependencsudace emissivity. For two generic channelslgirh and
12 um, channels 1 and 2 respectively, and using thenreeassivity,e=(€;+¢€,)/2, and the channel emissivity

difference Ag=¢;-€,, the algorithm can be written as

LST =Ty + & + a(T=To) + a(T1—To)* + a(1-€) —BAe (6)

where coefficients@aa, &, o and3 depend on the particular split-window channelduseefficientsa and3
depending also on the precipitable water and thghtiress temperatures. This algorithm was appliedl a
validated with NOAA/AVHRR data byColl and Caselle§1997] and with GMS-5 VISSR data WBrata and
Cechet[1999]. The quadratic dependence on the brighttexsperature difference {T,) accounts for the

increase of the atmospheric correction for largewamts of atmospheric water vapor.

10



The algorithm coefficients for AATSR were calculhtieom a regression analysis over a database aflaied
top-of-the-atmosphere AATSR radiances. The simutatilatabase included 180 atmospheric radiososonde
profiles obtained from land locations covering glbbonditions; with precipitable water ranging fré@nto 6 cm.
Radiative transfer calculations were made withM@DTRAN4 code Berk et al, 1999] for a variety of surface
temperatures and observation angles close to (@ir23°). Then andf3 coefficients were obtained according
to Coll and Caselle§1997] for pw=2.5 cm, yielding~45 K andp~=55 K for all the days of the comparison.

Therefore, the algorithm can be written as

LST = Tin+ 0.04 + 0.94(]—1n—T12n) + O.25(T11n—T12n)2 + 45(1—8) — 55\¢e (7)

The emissivity values necessary for the applicatafinthe algorithm were obtained from the ground
measurements shown in Table 1 for mid-July, assgriiat CE 312 channels 3 and 2 are similar to AATSR
channels at 11 and 12n, respectively. Thug=0.983 and\e=0.005 were taken. The LST values derived for the
test site with Eq. (7) applied to AATSR data arevsh in the sixth column of Table 5. The differeneéth the
ground data (column 9) ranged from —1.0 to 1.01Gafl the days of the comparison, with averagéedihce of
0.0 °C and standard deviation of 0.5 °C. The algrihas little sensitivity to the precipitable watfor a pw
increase (decrease) of 1 cm, the LST decreaseceéised) by less than 0.1 °C. With regard to théacerr

emissivity, uncertainties of £0.005 in bath, ande;,,, resulted in a LST uncertainty of +0.4 °C.

4, VALIDATION OF DUAL ANGLE CORRECTION METHODS

The concept of the DA correction method is simttathe SW technique. In the DA method, the atmosphe
differential absorption is obtained through theghthess temperature in the fih channel, forward view, 11,
instead of T,, In analogy with Section 3, we show first a lineagression analysis between the ground LSTs
and the AATSR brightness temperatures in the nadd forward view. Then, several DA algorithms for

AATSR are validated with the ground LSTs.

4.1. Linear regression analysis

Similarly to Eq. (2), the simplest form of the DAgarithm could be written as

LST = Tign+ Apa(T11mT119) + Bpa (8)

11



where the 1Jum channel at the two views is selected, angd And B, are the DA coefficients, which can be
regarded as constants for the test site and dthismgme of the field campaigns. Using the groul®Ts and the
concurrent AATSR brightness temperatureg,, &nd T3, Fig. (6) shows a plot of LST—{, against TiT1s,
for which the linear regression yielded coefficeeBbs and B, with coefficient of determination?R0.40 and
error of estimate for LST of 0.96 °C. These reswise significantly worse than for the SW methogéttion
3.1 (R=0.82 and error of estimate of 0.52 °C). We can ake the unconstrained linear regression for the D

method,

LST = a’Tlln + b’Tllf +c’ (9)

for which R=0.57 and the error of estimate for LST is 0.75t%@t improved the results obtained from Eq. (8)
but still were less accurate than the correspondisglts for the SW regression analysis (Eq. 3fi@ea.1).
Finally, we also checked the DA technique with fi#eum channel; that is, using Eq. (9) with,Jand T,
instead of T;, and T+ As expected, results were poorer than for thequhilchannel: R=0.49 and error of

estimate for LST of 0.82 °C.

4.2. Quadratic, emissivity dependent algorithms

There are few DA algorithms for LST retrieval psiied in the literature. We can cite the algoritl@geloped
by Soria et al [2002] for AATSR and bySobrino et al [2004] for the Along Track Scanning Radiometer-2
(AATSR-2), the AATSR predecessor. Such algorithnesenobtained from simulation of top-of-the-atmogghe
brightness temperatures, being quadratic in thghbress temperature difference,FT11;, and depending
explicitly on the precipitable water, pw, and theface emissivity in both views;;, ande;;r. The algorithm

proposed bysoria et al [2002] for AATSR is

LST = Tian+ (2.67 — 0.07pw)(TirT119) — (0.29 — 0.09pW)(fh=Ta19)> — (0.31 + 0.28pw) +

+(72.5 — 7.9pw)(1&11,) — (35.8 — 4.1pw)e (10)

with Ag=¢;1,+€11+. An alternative algorithm can be obtained by aihgpthe SW method ofoll and Caselles
[1997], Eq. (6), to the DA configuration. This ings simply taking channel 1 as the [ith channel at nadir
view and channel 2 as the fuin channel at forward view. For the calculation lué toefficients we used the
same simulation database as in Section 3.3, ingjutlie top-of-the-atmosphere brightness tempeaforethe

forward view. Then, the DA algorithm can be writs

12



LST = Ty41,—0.10 + 1.37(]—1n—T11f) + 0.136(111”—1—1“)2 + 38(1—8) — 67A¢ (11)

with €=(€11,7+€119)/2 and Ae=¢gq1€11. The coefficients for the emissivity terme=88 K andp=67 K) were

calculated for an atmospheric precipitable watez.6fcm.

In order to apply the DA algorithms of Egs. (10ddiil), the surface emissivities must be knowrhatttvo
observation angles. According to the measuremdritsiole 1, we can take;~=0.985 for the rice crops. There
were not available measurements for the emissofityre rice crops in the forward view,;, althoughAe>0 is
generally assumed. However, it might be expectatttie angular emissivity difference was smallhis tase.
Lagouarde et al[1995] performed angular measurements of briglgénemperatures for several surfaces. For
full cover alfalfa crops, the differences betwelea hadir and off-nadir (60°) brightness temperatwere within

0.5 °C. Such small variation was attributed tohtgh density of the canopy and the absence of vedtess (as
for the rice crops in summer), which are likelyremluce the angular effects. A temperature decreffes °C
between nadir and off-nadir observations is appnaxely equivalent to an emissivity decrease of G&iveen

both viewing conditions.

Thus, takinge;1,=0.985 anck;,=0.975, Eqgs. (10) and (11) were applied to the ARTdata and the LSTs were
obtained for the test site as shown in Table 6. differences between the ground and the AATSR ddrbhSTs
are also given in Table 6. According to these testlq. (10) overestimates the ground LST by 0.th°&erage,
with differences ranging from —3.1 to 0.5 °C. Epl)(yields a negligible average bias (0.0 °C), wiifferences
between —2.0 and 2.4 °C. For both algorithms, téuedsird deviation of the differences was about.1TH@ two
DA algorithms showed different sensitivity to thegalar emissivity difference. W is increased by 0.01, the
retrieved LSTs decrease by 0.25 °C for Eq. (10)an@.5 °C for Eq. (11). The sensitivity of the @iighms to
the precipitable water, pw, was also checked. Aghaf 1 cm in pw yielded variations in LST smatlean 0.3

°C for EqQ. (10) and smaller than 0.1 °C for Eq)(11

5. CONCLUSIONS

Ground measurements concurrent to AATSR obsenaiiere used to validate LSTs derived with SW and DA
algorithms in a homogeneous test site close ton¢ae Spain. The results shown in this study sttesseed
for a good specification of the SW coefficients EBT retrieval, based either on land cover clasaifon and

vegetation cover fraction estimates, or with thefase emissivity. In this case (Egs. (5) and (Thg SW
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technique can provide the LST with good accuradfernces with the ground data in the +1 °C rafugeall
the data of the comparison, nearly zero average drid standard deviations of 0.5 °C. However, tBex0.5°
longitude/latitude resolution used by the curre®TAR LST operational algorithm to assign values lford
class (i) and vegetation cover fraction (f) are tooch coarse to account for the large heterogemnditpnd
surfaces. It was shown that this coarseness leadarge LST errors in particular areas, as showntlie
Valencia test site. Therefore, a much finer spatablution should be used for i and f in the openal LST
processor (ideally, the same as for the LST produet, 1 k). These results confirm the conclusions shown by

Coll et al [2005] for a more limited data set.

The performance of the DA algorithms appeared laotivan of the SW algorithms, showing larger differes
with the ground LSTs (standard deviations of 1 1C)vas also noted in the regression analysis, welwowed
smaller correlations of LST with,J, and T4; and larger errors of estimate for LST. The lowerusacy of the
DA method is due to the directional effects in caétric temperatures expected for rough, non-isothkland
surfaces, and to uncertainties in the angular tiariaof land surface emissivity. The Valencia teig¢ can be
regarded as an ideal case for DA LST validatiokintainto account its thermal homogeneity at theTSR
spatial scale, and that the full-cover, well irtighrice crops are expected to show only smalktoral effects
in the brightness temperatures. For this reasongomsider that larger LST estimation errors mayekgected

for DA algorithms in other types of land surfaces.
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TABLES

Table 1.Emissivity values for the rice crop measured wlith four channels of the CE 312 instrument.

Ch. 4 ch.3 ch. 2 Ch. 1
(8.2-9.2um) | (10.5-11.5um) | (11.5-12.5um) | (8-13pm)
July15 | 0.985:0.004 0.985:0.002  0.980+0.005 0.9833®
September 5 0.982:0.004  0.983:0.002 _ 0.977+0.005 808003

Date

Table 2.- List of dates and AATSR overpasses time with comu ground temperature measurements.
Columns 4-7 give the temperature and uncertaintyesponding to each radiometer/transect. The s

gives the average LST and uncertainty to be condpaith AATSR data.

Year Date Overpass LST £ o(T) (°C)
(day/month) | time(UTC) CE1 CE2 Everest AGA Average
2002 10/07 10:30 28.4:0.6 - 29.1+1.0 - 28.6:0.6
13/07 10:37 27.2+0.8 - 28.2+0.8 27.21.0 27.60.9
26/07 10:28 27.8:0.5 - 28.2+0.8 28.%0.9 27.206
08/08 10:19 26.4:0.6 — — 26.7#1.0 26.50.7
14/08 10:31 28.4:0.5 — 28.6t0.8 — 28.50.5
17/08 10:37 29.0t0.6 — 29.3t0.7 — 29.1+0.6
05/09 10:40 28.0t0.8 - - — 28.0+0.8
2003 08/07 10:23 28.4:0.8 28.40.7 28.6¢0.9 27.80.9 28.30.7
11/07 10:28 29.2+0.8 29.%0.5 28.20.8 — 29.1+0.7
14/07 10:34 28.74+0.8 28.60.4 28.40.8 - 28.6:0.6
24/07 10:20 28.50.6 29.%0.4 28.20.9 - 28.8:0.6
30/07 10:30 29.2£0.3 29.40.4 28.40.5 — 28.9+0.6
12/08 10:23 31.6t0.5 31.¢0.5 31.%0.8 — 31.3:0.6
2004 28/06 10:34 29.1+0.6 29.30.6 — — 29.2+0.6
08/07 10:20 25.70.6 - 25.8:0.7 — 25.74+0.6
14/07 10:31 27.40.5 26.20.6 27.60.9 - 27.2:0.7
27107 10:23 27.6:0.5 27.80.4 — — 27.#04
30/07 10:28 27.5%40.5 | 28.@¢0.58 — - 27.8:04
12/08 10:20 28.60.6 28.1%0.5 28.60.7 - 28.4:0.6
2005 12//07 10:23 26.8t0.7 27.30.3 — — 27.0+0.6
21/07 10:39 28.2£0.5 28.80.5 — — 28.50.6
28/07 10:20 28.5t0.5 29.1%0.4 28.50.5 — 28.8:0.5
06/08 10:37 28.3t0.3 27.80.5 — — 28.0+0.5
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Table 3. Average brightness temperatures for the 3x3 pislelsest to the test site center, for the 11 angdri2

channels, nadir view. The standard deviation ofpraturesg, and the satellite viewing angle are also given.

Nadir view
Year | ety | ey | T | 0T CO) | TunO) | ofTi) (C)
2002 10/07 3.7 25.0¢ 0.0¢ 22.9¢ 0.14
13/07 13.¢ 22.2¢ 0.0¢ 19.2¢ 0.0¢
26/07 1.11 23.3¢ 0.1C 20.6¢ 0.1C
08/0¢ 16.2 20.2¢ 0.0¢ 17.3] 0.0¢
14/0¢ 3.¢ 23.6¢ 0.1Z 21.52 0.07
17/0¢ 13.91 22.81 0.0¢ 19.8¢ 0.0¢
05/0¢ 19.0¢ 24.1( 0.1C 22.0: 0.1C
2003 08/07 11.1¢ 25.3( 0.1Z 23.0% 0.1C
11/C7 1.2C 27.0% 0.15 25.5( 0.1Z
14/07 8.6¢ 24.7% 0.1¢ 22.3¢ 0.1z
24/07 16.2¢ 24.6¢ 0.1¢ 22.3¢ 0.11
30/07 3.74 23.4¢ 0.11 20.6% 0.0¢
12/0¢ 11.12 28.1( 0.1C 26.5] 0.11
2004 28/0¢ 8.6¢ 26.41 0.1C 24.3¢ 0.1C
08/07 16.3¢ 23.1¢ 0.41 21.6( 0.37
14/07 3.74 22.4t 0.1Z 19.7¢ 0.1¢
27/07 11.0¢ 25.0z2 0.11 23.3¢ 0.0¢
30/07 1.1¢ 23.37 0.1Z 20.5¢ 0.0¢
12/0¢ 16.2¢ 25.5( 0.1Z 23.9¢ 0.1t
2005 12//07 11.12 24 .64 0.07 23.0¢ 0.0¢
21/07 18.97 25.4( 0.0¢ 23.6: 0.07
28/07 16.3¢ 24.7¢ 0.0¢ 22.61 0.11
06/0¢ 1366 25.3¢ 0.0¢ 23.6¢ 0.0¢
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Table 4. Average brightness temperatures for the four pigtdsest to the test site center, for the 11 @&nhdni

channels, forward view. The standard deviatioreafferaturesy, and the satellite viewing angle are also given.

Forward view
Year | ity | e | T | o) () | Tw(®) | o(T) (C)
2002 10/07 55.17 22.6¢ 0.14 20.1C 0.1¢
13/07 54.2( 19.1¢ 0.0¢ 15.6¢ 0.0¢
26/07 55.22 20.81 0.04 17.6¢ 0.04
08/0¢ 53.87 17.4% 0.0¢ 13.97 0.07
14/0¢ 55.1¢ 21.1¢ 0.0¢ 18.5¢ 0.0t
17/0¢ 54.2: 20.4¢ 0.0¢ 16.9¢ 0.0¢
05/0¢ 53.2¢ 22.8¢ 0.0¢ 20.1¢ 0.1C
2003 08/07 54.6( 22.97 0.0¢ 20.1¢ 0.0¢
11/07 55.22 25.1¢ 0.0t 23.3¢ 0.04
14/07 54.8¢ 22.2% 0.0¢ 19.5¢ 0.07
24/07 53.8¢ 22.4¢ 0.41 19.8¢ 0.4C
30/07 55.1% 20.3( 0.01 17.0¢ 0.01
12/0¢ 54.6( 26.7] 0.07 24.6¢ 0.0¢
2004 28/0¢ 54.8¢ 23.5] 0.07 21.27 0.0¢
08/07 53.8¢ 21.4¢ 0.17 19.5( 0.1¢
14/07 55.1¢ 19.8¢ 0.0¢ 16.6¢ 0.0z
27/07 54.6] 23.0¢ 0.0z 21.1¢ 0.01
30/07 55.2¢ 20.4: 0.04 16.92 0.0:
12/0¢ 53.8¢ 24.2¢ 0.14 22.20 0.17
2005 12//07 54 .5¢ 22.97 0.14 21.0C 0.1C
21/07 53.27 23.6¢ 0.0¢ 21.5¢ 0.0¢
28/07 53.81 22.3] 0.04 19.€1 0.04
06/0¢ 54.27 23.9¢ 0.0¢ 21.9] 0.0t
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Table 5. Comparison of ground and AATSR LSTs derived with 8\brithms: the RAL processor, Eq. (5), and

Eq. (7). The last three columns show the differdratgveen the ground and the AATSR LST for eachrilyn.

Year Date Ground AATSR LST (°C) Ground — AATSR LST (°C)
(day/month) | LST (°C) RAL Eq. (5) Eq. (7) RAL Eqg. (5) Eq. (7)
2002 10/07 28.€ 32.1 28.€ 28.€ -3.5 0.C 0.C
13/0i 27.€ 31.€ 28.2 28.C -4.2 -0.7 -0.4
26/07 27.¢ 32.C 28.€ 28.2 -4.1 -0.7 -0.4
08/0¢ 26.5 29.4 26.5 25.€ -2.S 0.C 0.€
14/0¢ 28.t 30.€ 27.1 27.5 -2.3 0.8 1.C
17/0¢ 29.1 32.C 28.7 28.4 -2.S 0.4 0.7
05/0¢ 28.C 31.2 27.¢ 27.1 -3.2 0.1 0.2
2003 08/07 28.Z 33.1 29.4 29.Z -4.8 -1.1 -1.C
11/07 29.1 33.C 29.2 29.€ -3.6 -0.1 -0.5
14/0i 28.€ 32.7 29.C 28.¢ -4.1 -04 -0.3
24/07 28.¢ 32. 28.€ 28.£ -3.7 -0.1 0.C
30/0i 28.€ 32. 28.€ 28.€ -3.€ 0.C 0.2
12/0¢ 31.2 33.€ 30.5 30.€ -2.€ 1.C 0.t
2004 28/0¢ 29.2 34.C 29.¢ 30.C -4.8 -0.€ -0.8
08/07 25.7 28.£ 25.8 25.8 -3.1 -0.1 -0.1
14/0i 27.2 31.1 27.1 27.2 -3.S -0.5 -0.1
27/07 27.1 31.2 27.¢ 27.¢ -3.E -0.1 -0.1
30/0i 27.t 32.1 28.¢ 28.5 -4.3 -1.C -0.7
12/0¢ 28.4 31.C 27.C 28.1 -2.€ 0.t 0.2
2005 12//07 27.C 30.€ 27.1 27.2 -3.€ -0.1 -0.3
21/07 28.t 31.€ 28.4 28.4 -3.3 0.1 0.1
28/0i 28.¢ 32.C 28.5 28.4 -3.2 0.2 0.4
06/0¢ 28.C 31.C 28.1 28.2 -3.C -0.1 -0.2
Average difference (°C -3.5 -0.1 0.0
Standard deviation (°C| 0.7 0.5 0.5
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Table 6. Comparison of ground LSTs with AATSR LSTs derivetmDA algorithms: Eq. (10), and Eg. (11).

The last two columns show the difference betweergtiound LST and the AATSR LST for each algorithm.

Year Date Ground AATSR LST (°C) Ground — AATSR LST (°C)
(day/month) LST (°C) Eg. (10) Eqg. (11) Eqg. (10) Eqg. (11)
2002 10/07 28.€ 30.C 28.€ -1.4 -0.2
13/0i 27.€ 29.C 27.¢ -1.4 -0.3
26/07 27.¢ 28.¢ 27.¢ -1.C 0.1
08/0¢ 26.5 26.5 25.4 0.C 1.1
14/0¢ 28.5 29.C 27.C -0.5 0.€
17/0¢ 29.1 27.¢ 26.7 1.3 2.4
05/0¢ 28.C 26.€ 26.C 14 2.C
2003 08/07 28.2 30.2 29.1 -1.6 -0.€
11/0i 29.1 31.1 30.1 -2.C -1.C
14/0% 28.€ 30.C 28.¢ -1.4 -0.3
24/0i 28.¢ 31.5 30.2 -2.5 -1.4
30/07 28.€ 30.2 29.1 -1.2 -0.2
12/0¢ 31.c 30.€ 30.1 0.5 1.2
2004 28/0¢ 29.2 32.5 31.z -3.1 -2.C
08/07 25.7 27.1 26.1 -1.4 -0.4
14/0i 27.2 28.2 27.1 -1.C 0.1
27/07 27.1 29.1 28.2 -1.4 -0.5
30/07 27.8 29.8 28.€ -2.C -0.€
12/0¢ 28.4 27.C 27.2 0.5 1.1
2005 12//07 27.C 28.2 27.2 -1.2 -0.3
21/0i 28.5 29.1 28.2 -0.€ 0.3
28/0i 28.£ 30.C 28.€ -1.2 -0.1
06/0¢ 28.C 28.2 27.5 -0.2 0.5
Average difference (°C) -0.9 0.0
Standard deviation (°C) 1.1 1.0
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FIGURES

40° N ] . Mediterranean
3 Sea

Figure 1. AATSR color composite showing the location of Wedencia test site, on July 11, 2003. The ricedfiel
area is shown in red. The RGB components are clammte0.87um, 0.66 um and 0.55um, nadir view,

respectively.
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Figure 2. Brightness temperature image of the rice fieldhafATSR channel at 1fim, on July 11, 2003. (a)
nadir view, and (b) forward view. The location béttest site is indicated. Part of the rice fialdaais enclosed

by a solid-line polygon.
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Figure 3. Brightness temperature image (10x10°kfrom ASTER band 13 (10.66m), on August 3, 2004. The
center of the three test sites is indicated winsstThe solid-line polygon encloses part of tie field area. The

dashed-line square encloses the largest thermaplobin the area.
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Figure 4. Histogram of brightness temperatures for the pixekide the solid-line polygon of Figure 3,

excluding the pixels of the dashed-line square.
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y=2.11x-0.76

LST - Tan (°C)

Figure 5. Linear regression analysis of LST Jagainst the brightness temperature differengg—T,,, for

the experimental data of the test site. The limepmation and the coefficient of determinatiorl)(@&e shown.
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LST - T1n (°C)

T11n - Ta1s (°C)

Figure 6. Linear regression analysis of LST Jagainst the brightness temperature differengg—T,4¢ for

the experimental data of the test site. The liremration and the coefficient of determinatiof)(&e shown.
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